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Question 1(a) Show that the mapping T : R? — R where T(a,b,c) = (a —b,b—c,a+c)
18 linear and non-singular.

Solution.

T(Aa, Ab,\c) = (AMa—"0),A\(b—c),\a+c))
= Ma—bb—c,a+c)
= AT(a,b,c)

T(a,b,c)+T($,y,z) = (a—b,b—c,a+c)+($—y,y—z,x+z)
= (a—b+r—-yb—c+y—z,atc+z+2)
= T(a+az,b+y,c+2)

Thus T is linear.
Now we show that
T(1,0,0) = (1,0,1)
T(0,1,0) = (-1,1,0)
T(0,0,1) = (0,-1,1)

are linearly independent.

a1(1707 1) + a2(_]—7 170) + a3(07 —1, 1) =0
= al—a2:0,a2—a3:0,a1+a320

= ar=a,=a3=0
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Thus (1,0,1),(—1,1,0
Since (1,0,0), (0,1,

hence dim(T(R?’)) = 3.
Alternatively,

),

(0,—1,1) are linearly independent.

0), (0 0,1) generate R3, (1,0,1),(—1,1,0),(0,—1,1) generate T(R?),
Thus T is non- smgular

T(a,b,c) =(0,0,0) <= a—b=0,b—c=0,a+¢c=0 = a=b=c=0

Thus T is 1-1, therefore it is onto, which shows it is nonsingular. | |

Question 1(b) Prove that a square matriz A is non-singular if and only if the constant
term in its characteristic polynomial is different from 0.

Solution. Let

a1 Q1n
A — 21 Q2
Ap1 ... QApp

Then characteristic polynomial of A = Det(zI — A). I =n x n unit matrix. Clearly
Det(zI — A) = 2" — Z aiz" '+ ...+ (—=1)"DetA

Thus A is nonsingular iff the constant term in the characteristic polynomial of A #0. 1

Question 2(a) Let T : R> — R® be a linear mapping given by T(a,b,c,d,e) = (b—d,d +
e,b,2d + e, b+ e). Obtain bases for its null space and range space.

Solution. Clearly

7(1,0,0,0,0) = (0,0,0,0,0)
T(0,1,0,0,0) = (1,0,1,0,1)
7(0,0,1,0,0) = (0,0,0,0,0)
7(0,0,0,1,0) = (—1,1,0,2,0)
7(0,0,0,0,1) = (0,1,0,1,1)

are generators of the range space of T'. In fact, if v = (1,0,1,0,1),vo = (—1,1,0,2,0),v3 =
(0,1,0,1,1) then vy, vy, v3 generate T(R®). We now show that vy, va, vs are linearly inde-
pendent. Let ayvi+asva+asvy =0. Then o —as =0, a0+a3=0,a01 = 0= ay = a3 = 0.
Thus vq, Vg, vy are linearly independent over R = T(R®) is of dimension 3 with basis
Vi, Va2, V3.

Thus the null space is of dimension 2, because dim(null space) + dim(range space) =
dim(given vector space = R®) = 5. Since e; = (1,0,0,0,0) and ez = (0,0,1,0,0) belong to
the null space of T', and both are linearly independent over R, e, e3 is a basis of the null
space of T [ |
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Question 2(b) Let A be a 3 x 3 real symmetric matriz with eigenvalues 0,0,5. If the
corresponding eigenvectors are (2,0,1),(2,1,1), (1,0, —2) then find the matriz A.

2 2 1 0 00 0 0 0
Solution. Let P= [0 1 0 |,then P1AP=[0 0 0|],soA=P [0 0 O0|P?
11 =2 0 05 00 5
2 1
5 13
A simple calculation shows that P~* = [0 1 0 |, therefore
b
2 2 1 0 00 % -1 % 1 0 =2
A=101 0 0 00 0O 1 O0|=10 00
11 -2/\005/ \ 0 -2 -2 0 4
1 0 =2
Thus [ O 0 0O | is the required symmetric matrix with 0,0, 5 as eigenvalues |
-2 0 4
Question 2(c) Solve the following system of linear equations:
] — 2x9 — 3r3+4xy, = —1
—x1 + 319 + 523 —dx4 — 225 = 0
21‘1 + 29 — 21‘3 + 31‘4 - 45(75 = 17
Solution. There are three equations in 5 unknowns, therefore the rank of the coefficient
1 -2 -3
matrix < 3. Since [-1 3 5| =1(-6—-5)+2(2—10) + (—=3)(—1 — 6) = —6, the rank
-2 1 =2
of the coefficient matrix is 3. Using Cramer’s rule we solve the system
T, — 2&72 — 31’3 = —-1- 41‘4 (1)
—21 + 322+ 5x3 = bxy+ 215 (2)
2512'1 + 29 — 2£L'3 = 17— 31’4 + 4£C5 (3)
3
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—1 —4zy -2 =3
ry = —6 51‘4 + 21‘5 3 5
17 — 31‘4 + 41’5 1 —2

1
= _6[(_1 — 4xy)(—11) — 3(bxy + 225 — 51 4+ 94 — 1225) + 2(—10x4 — 45 — 85 + 1524 — 20x5)]
1
= 1—2x4+ 375
1 1 —1 -4z, -3
Ty = _6 —1 T4 + 275 5
2 17—-3z4+4x5 -2
1
= —6[—10934 — 45 — 85 + 15wy — 205 — 8 — 3224 + 51 — 94 + 1225 + 3024 + 1275)
1
= ——[-42-6
6[ 4]
= 7+ Ty
1 1 -2 —1—4zy
r3 = ——=|—1 3 54 + 275

2 1 17— 3xy +4as
1
= _6[51 — 9.174 + ].2(135 — 5.174 — 2%5 — 34 + 6(134 - 81’5 — 201]4 — 8[)’25 + 7 + 281‘4]
1
- _4+.T5

The solution space is (1 — 2z + 3x5,7 + x4, —4 + x5, x4, T5), Where x4, x5 € R (arbitrarily).
Note that the vector space of solutions is of dimension 2.
Alternate Method.

Ty +2x3 = —14 x4+ 225 adding (1) and (2) (4)

Try+8x3 = 17+ Txy + 8z5 adding 2x(2) and (3) (5)

6rs = —24+ 6x5 using 7x(4) - () (6)

Ty = T+ x4 from (4) and (6) (7)

ry = 1—2x4+ 3z5 using (1), (6), (7) (8)

The solution space is as shown above. | |
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Question 2(d) Use Cayley-Hamilton theorem to find the inverse of the following matrix

A:

W — O

1
2
1

_ W N

Solution. Characteristic polynomial is given by |xI — A| = 0, where I is the 3 x 3 unit

matrix.
T —1 -2
-1 z—2 =3 = 0
-3 -1 xz-1
rr* =3z +2 -3 +1[-2z+1-9-21+32—-6] = 0
22 =322 —-8x+2 = 0

By Cayley-Hamilton theorem, A% — 3A% — 8A +2I =0, or A(A? — 3A — 8I) = —2I. Thus

1
Al = —§(A2—3A—8I)
1'745 0 3 6 8 0 0
= -3 11 8 11 -3 6 9| —-(0 8 0
[ \4 6 10 9 3 3 00 8
-1 1 -1
1
= -3 8 —6 2
-5 3 -1
1 _ 1 1
2 2 2
= |-4 3 -1
5 3 1
2 2 2
Check A—1A =1. [ |
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